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CHAPTER 1
Introduction

In recent years, Umberto Zannier and Jonathan Pila [PZ08] gave a new proof
of the Manin-Mumford conjecture using the theory of o-minimal structures, in
particular the theorem of Pila-Wilkie [PW+06]. This has been a breakthrough
in the field of unlikely intersections and since its publication, o-minimality
continues to be applied to a large number of related problems.

In this thesis we will show how the Pila-Wilkie theorem can be use to
prove the finiteness of multiplicatively dependent n-tuples of singular moduli,
a result proved by Jonathan Pila and Jacob Tsimerman in 2014 and then
published in 2017 [PT17].

We recall that, given the complex upper half-plane H := {z ∈ C| Im(z) >
0}, we have the modular function j : H → C which allows us to parametrize
the complex elliptic curves up to isomorphism. In particular, given τ ∈ H
we can take the lattice Λ = Z ⊕ τZ and then take the quotient E = C�Λ,
which is a complex torus. Such a torus is isomorphic to an elliptic curve
y2 = x3 + ax+ b with a point at infinity through the Weierstrass function ℘,
where 0 7→ ∞ and z 7→ (℘(z), ℘′(z)). The j-invariant of the curve is defined

as j(E) = 1728 4a3

4a3+27b2
and it can be shown that two elliptic curves have

the same j-invariant if and only if they are isomorphic as complex tori. The
endomorphism ring End(E) of an elliptic curve E is either isomorphic to Z or
to an order in a complex quadratic field, so it is a free Z-module of rank 2. In
the latter case, we say that the elliptic curve E has complex multiplication and
will call it a CM curve. It is not difficult to prove that the elliptic curve E given
by the lattice Z[τ ] has complex multiplication if and only if [Q(τ) : Q] = 2.

Definition 1.0.1. We define a singular modulus as the j-invariant of a CM
curve, or equivalently as j(τ) with [Q(τ) : Q] = 2.
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4 CHAPTER 1. INTRODUCTION

Definition 1.0.2. We define a singular-dependent n-tuple as a n-tuple of
distinct singular moduli (σ1, ..., σn) which are multiplicatively dependent, i.e.
there exist k1, ..., kn ∈ Z not all 0 such that

∏n
i=1 σ

ki
i = 1, but no proper

subset is multiplicatively dependent.

Remark 1.0.3. The independence of the proper subsets is needed to avoid
trivial relations. For example, if there exist k1, k2 6= 0 such that σk11 σ

k2
2 = 1,

then we get
∏n
i=1 σ

ki
i = 1 by taking k3 = ... = kn = 0.

Theorem 1.0.4. For every n ∈ Z there are finitely many singular-dependent
n-tuples.

Theorem 1.0.4 is the main result of the article of Pila and Tsimerman and
it is the one that we will prove in this thesis.

At first, in chapter 2, we will introduce some basics that will be needed
to deal with the proof of the problem, such as modular curves or the height
function.

In chapter 3, we present special varieties and some transcendental results
above the exponential function and the j function. In particular, there will be
some Ax-Schanuel variants and their corollaries, such as weak complex Ax.

In chapter 4, we define o-minimal structures and we talk about the theorem
linking model theory to number theory: the Pila-Wilkie theorem. This will
be our main ingredient in the proof of theorem 1.0.4.

In chapter 5, we eventually give the proof of theorem 1.0.4. To prove the
finiteness, we will show that if there were infinitely many n-tuples satisfying
the condition, then some contradicting inequalities would hold, involving the
number of these n-tuples with bounded height. The lower bound can be found
studying Galois orbits of the points, while the upper bound is given by the
theorem of Pila-Wilkie. Finally, to explicit this contradiction, we will need to
apply the Ax-Schanuel results and a technical lemma, which will be proven
by considering the graphs of p-adic lattices and their properties.



CHAPTER 2
Preliminaries

2.1 The ring class group

It is known that in number fields the nonzero fractional ideals form an abelian
group and that if we quotient it by the principal ideals then we obtain a finite
group called the ideal class group. This construction can be generalized for
the ideals of the orders whenever the number field considered is a complex
quadratic field.

Most of the propositions and properties stated in this section, as well as
in most of the sections of this chapter, are given without proof. A proof of
these statements can be found in the book of Cox [Cox11].

Definition 2.1.1. Let A be a finite dimensional algebra over Q. An order O
in A is a subring which is a free abelian group generated by a Q-basis of A.

In our particular case, this definition works out to the following:

Definition 2.1.2. Let K be a complex quadratic field. An order O in K is
a subring which is a finitely generated Z-module of rank 2.

Remark 2.1.3. The ring of integers OK is an order in K; moreover, every other
order O in K is a subring of OK .

As we do for the ring of integers OK , we can define the fractional ideals
of an order O as the O-submodules of K finitely generated over O. Though
fractional ideals in the ring of integers are always invertible, this doesn’t hap-
pen for orders. Nevertheless, we can restrict to a subset of ideals that are
invertible.

Definition 2.1.4. A fractional ideal a of O is said to be invertible if there
exists another fractional ideal b of O such that ab = O.

5



6 CHAPTER 2. PRELIMINARIES

Definition 2.1.5. A fractional ideal a of O is said to be proper if

{β ∈ K|βa ⊆ a} = O

Remark 2.1.6. In general, O ( {β ∈ K|βa ⊆ a}, but if O = OK is the ring of
integers of K, then equality holds for every fractional ideal.

Proposition 2.1.7. A fractional ideal a is proper if and only if it is invertible.

This proposition clarifies why all fractional ideals in rings of integers are
invertible. Also, it shows that the proper fractional ideals of an order form a
group, since there is always an inverse and the product of two of them is still
proper: if a, b are proper, then they are invertible and b−1a−1 is the inverse
of ab, that is therefore invertible and hence proper.

Definition 2.1.8. We will call F(O) the group of the proper fractional ideals
of the order O.

Definition 2.1.9. We will call P(O) the subgroup of the principal ideals in
F(O).

Remark 2.1.10. F(O) is an abelian group, so P(O) is a normal subgroup.

Definition 2.1.11. We define the ideal class group as the quotient Cl(O) :=
F(O)
P(O) .

It can be shown that Cl(O) is a finite group. This is widely known when
O = OK is the ring of integers of K, but it is still true when O is a generic
order.

Definition 2.1.12. We will call hO = |Cl(O)| the class number of the order
O.

If K is a complex quadratic field and O ⊂ K, we know that O ⊂ OK ,
moreover, they have the same rank over Z, so we can give the following defi-
nition:

Definition 2.1.13. Let K be a complex quadratic field, O ⊂ K an order.
The integer f = [OK : O] is called the conductor of O.

If dK is the discriminant of K and wK = dK+
√
dK

2 , it is known that OK =
Z⊕ wKZ = 〈1, wK〉.

Proposition 2.1.14. The only order of conductor f in a quadratic number
field K is

O = Z+ fOK = 〈1, fwK〉
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Proof. By the definition of conductor we have that fOK ⊆ O, so Z+ fOK ⊆
O. On the other hand, Z + fOK = 〈1, fwK〉 has index f in 〈1, wK〉 = OK ,
hence O = 〈1, fwK〉.

Definition 2.1.15. Let O be an order of conductor f , we say that the ideal
a ⊆ O is prime to f if a + f = O.

Lemma 2.1.16. Let O be an order of conductor f , then:

• a ⊆ O is prime to f if and only if (f,N(a)) = 1.

• Every a ⊆ O prime to f is proper.

Proof. The quotient Oa is a finite abelian group. If we consider the multipli-
cation by f , mf : Oa →

O
a , we have that

a + fO = O ⇐⇒ mf is surjective ⇐⇒ mf is an isomorphism

But mf is an isomorphism if and only if f is prime to
∣∣O
a

∣∣ = N(a), hence the
first point is proved.
To show the second point, let β ∈ K satisfy βa ⊆ a: then β ∈ OK and

βO = β(a + fO) ⊆ a + fOK = O

so β ∈ O, i.e. a is proper.

Corollary 2.1.17. Let O be an order of conductor f . The fractional ideals
prime to f are invertible and closed by multiplication, hence they form a group
F(O, f) and the principal ideals prime to f form a subgroup P(O, f).

Proposition 2.1.18. The inclusion morphism F(O, f) ⊆ F induces an iso-
morphism

F(O, f)�P(O, f)
∼= F(O)�P(O) = Cl(O)

In addition, it can be shown that the contraction of ideals from OK to O
gives an isomorphism FK(f) := F(OK , f) ∼= F(O, f), and through this map
P(O, f) becomes

PK,Z(f) := 〈{αOK |α ∈ OK ,∃a ∈ Z such that α ≡ a (mod fOK), (a, f) = 1}〉

This implies:

Proposition 2.1.19.

Cl(O) = F(O)�P(O)
∼= F(O, f)�P(O, f)

∼= FK(f)�PK,Z(f)
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2.2 The height function

The first part of the proof of theorem 1.0.4 will need an upper and lower bound
on the number of certain singular moduli; to find these bounds, we will use
some arithmetic estimates that involve the height of algebraic numbers. In
this section section we are going to define the height function and study some
of its properties.

Definition 2.2.1. Let α = a
b ∈ Q be a rational number reduced to lowest

terms. We define the height of α as H(α) := max{|a|, |b|}.

The definition above cannot be generalized to number fields, however one
can notice that, if MQ is the set of the places of Q, it is equivalent to

H(α) =
∏
ν∈MQ

max{1, |α|ν}

We can then generalize it as follows:

Definition 2.2.2. Let α ∈ K, where [K : Q] = n, let MK be the set of places
of K, let nν := [Kν : Qν̄ ] be the local degree of ν, where ν̄ is the place of Q
lying under ν. We define the height of α as

H(α) :=

 ∏
ν∈MK

max{1, |α|ν}nν
 1

n

Definition 2.2.3. Let α ∈ K, where [K : Q] = n, let MK be the set of places
of K, let nν := [Kν : Qν̄ ] be the local degree of ν, where ν̄ is the place of Q
lying under ν. We define the logarithmic height of α as

h(α) := log(H(α)) =
1

n

∑
ν∈MK

nν log(max{1, |α|ν})

Proposition 2.2.4. The definition of height and logarithmic height doesn’t
depend on the choice of the number field containing α. Indeed, if K,L are
number fields and α ∈ K ∩ L, then∑

ν∈MK
nν log(max{1, |α|ν})

[K : Q]
=

∑
µ∈ML

nµ log(max{1, |α|µ})
[L : Q]

Proof. We just need to prove that both of the heights are equal to the height
computed over K ∩ L, so we can assume that K ⊆ L. Since for every ex-

tension L�K we have the equality
∏
µ|ν |α|

[Lµ:Kν ]
µ = |NL�K

(α)|ν , for α ∈ K

we have
∏
µ|ν |α|

[Lµ:Kν ]
µ = |α|[L:K]

ν . It follows that
∏
µ|ν max{1, |α|µ}[Lµ:Kν ] =
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max{1, |α|ν}[L:K], because |α|ν > 1 if and only if |α|µ > 1 for every µ|ν. Hence
we have ∑

µ|ν

[Lµ : Kν ] log(max{1, |α|µ}) = [L : K] log(max{1, |α|ν})

So we can compute∑
ν∈MK

nν log(max{1, |α|ν})
[K : Q]

=

=

∑
ν∈MK

nν
∑

µ|ν [Lµ : Kν ] log(max{1, |α|µ})
[K : Q][L : K]

=

=

∑
µ∈ML

nµ log(max{1, |α|µ})
[L : Q]

which concludes the proof.

Remark 2.2.5. It is not difficult to notice that h(α) ≥ 0 for every α ∈ Q̄, since
it is a sum of positive numbers.

The following proposition lists all the basic properties of the height func-
tion.

Proposition 2.2.6. 1. If α and β are conjugate over Q then h(α) = h(β).

2. Let K be a number field, α, β ∈ K. If β 6= 0, then

h

(
α

β

)
=

1

[K : Q]

∑
ν∈MK

nν log(max{|α|ν , |β|ν})

3. For every α1, ..., αn ∈ Q̄ we have

h(α1 ·...·αn) ≤ h(α1)+...+h(αn), h(α1+...+αn) ≤ h(α1)+...+h(αn)+log n

4. For every α ∈ Q̄ and n ∈ Z (with α 6= 0 if n < 0) we have h(αn) =
|n|h(α).

5. Northcott’s finiteness theorem: For any real number T > 0 there
exists only finitely many α ∈ Q̄ such that [Q(α) : Q] ≤ T and h(α) ≤ T .

6. Kronecker’s first theorem: h(α) = 0 if and only if α = 0 or α is a
root of unity.

7. Kronecker’s second theorem: For every integer d > 0 there exists
ε(d) > 0 such that for every [Q(α) : Q] ≤ d, either h(α) = 0 or h(α) ≥
ε(d).
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Proof. 1. It is known that an isomorphism τ from Q(α) to Q(β) such that
τ(α) = β induces a bijection τ∗ : MQ(α) → MQ(β) by ν 7→ ν ◦ τ−1, in
addition it preserves the local degree nν = nτ∗ν . Hence, if [Q(α) : Q] =
[Q(β) : Q] = n, we have

h(β) =
1

n

∑
µ∈MQ(β)

nµ log(max{1, |β|µ}) =

=
1

n

∑
ν∈MQ(α)

nτ∗ν log(max{1, |τ−1(β)|τ∗ν}) =

=
1

n

∑
ν∈MQ(α)

nν log(max{1, |α|ν}) = h(α)

2. We can notice that max
{

1,
∣∣∣αβ ∣∣∣ν} = 1

|β|ν max{|α|ν , |β|ν}, so

h

(
α

β

)
=

1

[K : Q]

∑
ν∈MK

nν log

(
max

{
1,

∣∣∣∣αβ
∣∣∣∣
ν

})
=

=
1

[K : Q]

∑
ν∈MK

nν (log(max{|α|ν , |β|ν})− log(|β|ν)) =

=
1

[K : Q]

∑
ν∈MK

nν log(max{|α|ν , |β|ν})

where the third equality is due to the fact that for every number field
K and β ∈ K∗ we have

∏
ν∈MK

|β|nνν = 1.

3. Let K = Q(α1, ..., αn). For every ν ∈MK we know that |α1 · ... · αn|ν =
|α1|ν · ... · |αn|ν , hence in particular

max{1, |α1 · ... · αn|ν} ≤ max{1, |α1|ν} · ... ·max{1, |αn|ν}

so by taking the logarithms and their weighted sum we get h(α1·...·αn) ≤
h(α1) + ...+ h(αn).
We know that for non-archimedean absolute values ν ∈ MK we have
|α1+...+αn|ν ≤ max{|α1|ν , ..., |αn|ν}, while archimedean absolute values
satisfy the triangular inequality, so

|α1 + ...+ αn|ν ≤ |α1|ν + ...+ |αn|ν ≤ nmax{|α1|ν , ..., |αn|ν}

hence in both cases we can write |α1+...+αn|ν ≤ |n|ν max{|α1|ν , ..., |αn|ν},
and therefore

max{1, |α1 + ...+ αn|ν} ≤ |n|ν max{1, |α1|ν , ..., |αn|ν} ≤
≤ |n|ν max{1, |α1|} · ... ·max{1, |αn|}
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By taking the logarithms and their weighted sum we obtain the desired
inequality

h(α1 + ...+αn) ≤ h(α1) + ...+ h(αn) + h(n) = h(α1) + ...+ h(αn) + log n

4. For n ≥ 0, since max{1, |αn|ν} = max{1, |α|ν}n for every absolute value
ν ∈ MQ(α), taking the logarithms and their weighted sum we easily get
h(αn) = n h(α). For n < 0 we just need to notice that by point 2 we
have h

(
1
α

)
= h(α) so we can change n to −n.

5. Let α ∈ Q̄ satisfying the hypothesis and let xn + an−1x
n−1 + ...+ a0 be

its minimal polynomial, with n ≤ T . The coefficients ak are given by

ak =
∑

σ1,...,σk∈Gal
(
Q(α)�Q

)
σi 6=σj∀i 6=j

σ1(α) · ... · σk(α)

so by point 3 we get

h(ak) ≤ log

(
n

k

)
+

∑
σ1,...,σk∈Gal

(
Q(α)�Q

)
σi 6=σj∀i 6=j

h(σ1(α) · ... · σk(α))

For every σ1, ...σk we have

h(σ1(α) · ... · σk(α)) ≤ h(σ1(α)) + ...+ h(σk(α)) = k h(α)

hence

h(ak) ≤ log

(
n

k

)
+

(
n

k

)
k h(α) ≤ n log n+ nnkT ≤ T log T + T T+2

In particular, the coefficients have bounded height, hence we can assume
only finitely many values, so there are only finitely many polynomials of
which α can be a root, and therefore only finitely many possible α.

6. It is easy to see that 0 and the roots of unity have height equal to 0, so
we just need to prove the converse statement. Given α ∈ Q̄ such that
h(α) = 0, by point 4 we know that all the powers of α have height equal
to 0. Moreover, their degree is bounded by [Q(α) : Q]. By Northcott’s
theorem, we know that only finitely many powers of α can be distinct,
hence there exist integers n > m such that αn = αm, which is what we
wanted to prove.
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7. Let us consider all the algebraic numbers with degree bounded by d and
height bounded by 1. By Northcott’s theorem, there are only finitely
many of them, so there exists one among them with the minimum height,
hence we just need to take its height as ε(d).

We now give some inequalities involving the height of singular moduli. If
σ is a singular modulus, we will call Oσ the associated quadratic order1 and
∆σ its discriminant.

Proposition 2.2.7. Let ε > 0, there is a constant c(ε) such that for every
singular modulus σ we have

h(σ) ≤ c(ε)|∆σ|ε

A proof of this proposition can be found in [HP12, lemma 4.3]
There is also a similar explicit bound on the multiplicative height of the preim-
age of a singular modulus.

Proposition 2.2.8. Let τ be a quadratic number in the fundamental domain
of the action of SL2(Z) on H and let σ = j(τ) be the corrispondent singular
modulus. The inequality

H(τ) ≤ 2|∆σ|
holds.

This proposition is a special case of [Pil11, proposition 5.7], where the
reader may find a proof.

For later use, we also want to give some bounds for the degree over Q of
the singular moduli. The next proposition will be helpful for this aim.

Proposition 2.2.9. Let [Q(σ) : Q] = |Cl(Oσ)| for a singular modulus σ and
let ε > 0. There exist two constants c(ε), C(ε) > 0 such that for every σ

c(ε)|∆σ|
1
2
−ε ≤ |Cl(Oσ)| ≤ C(ε)|∆σ|

1
2

+ε

The first inequality is known as Landau-Siegel; the second inequality can
be found in [Pau14, proposition 2.2].

Finally, we give an estimate on the exponents of a multiplicative depen-
dence relation in terms of the bases.

Proposition 2.2.10. Let n ≥ 1, let K be a number field of degree d ≥ 2,
let α1, ..., αn ∈ K and b1, ..., bn ∈ Z not all 0 such that αb11 · ... · αbnn = 1, but
every proper subset of α1, ..., αn is multiplicatively independent, then for every
1 ≤ i ≤ n

|bi| ≤ 58
(n− 1)!en−1

(n− 1)n−1
dn(log d)

∏
j 6=i

h(αj)

1An explicit description of what we mean by that is given at the end of this chapter
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This can be found in [LM04, corollary 3.2].

2.3 Modular curves

We now want to introduce the modular curves X0(N), fundamental for the
definition of a special variety.

Definition 2.3.1. Let N be a positive integer, we define the congrunece
subgroup Γ0(N) ⊂ SL2(Z) as

Γ0(N) :=

{(
a b

c d

)
∈ SL2(Z)

∣∣∣∣∣c ≡ 0(N)

}
For N = 1 we notice that Γ0(1) = SL2(Z) and we may want to find a

description for the cosets of Γ0(N) in Γ0(1).

Remark 2.3.2. If σ0 =

(
N 0

0 1

)
we can notice that

Γ0(N) = (σ−1
0 SL2(Z)σ0) ∩ SL2(Z)

Proposition 2.3.3. Given the set of matrices with integer coefficients

C(N) :=

{(
a b

0 d

)∣∣∣∣∣ad = N, 0 ≤ b < d, (a, b, d) = 1

}
there is a bijection between C(N) and the right cosets of Γ0(N) in SL2(Z)
given by

σ 7→ (σ−1
0 SL2(Z)σ) ∩ SL2(Z)

Corollary 2.3.4. [Γ0(1) : Γ0(N)] = |C(N)| = N
∏
p|N

(
1 + 1

p

)
While the modular curve Y0(N) := H�Γ0(N) is not compact, it can be

shown that, if H∗ = H ∪ {∞} ∪ Q, the quotient X0(N) := H
∗
�Γ0(N) is a

compact Riemann surface. If we consider N = 1, {∞} and Q form a unique
class in the quotient X0(1), identified with the point∞. It can be shown that
the j-invariant gives a biolomorphism j : X0(1)→ P1(C) such that j(∞) =∞;
in particular, j is holomorphic on H and SL2(Z)-invariant. To express the
holomorphicity condition at infinity, we can use the following expansion:

Proposition 2.3.5. Let z ∈ H and q = e2πiz. The j function admits the
Fourier expansion

j(z) =
1

q
+ 744 + 196884q + ... =

1

q
+

∞∑
n=0

cnq
n
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where the cn are integers for all n ∈ N.

Remark 2.3.6. The expansion above is well defined, because the matrix γ =(
1 1

0 1

)
belongs to SL2(Z), so j(z + 1) = j(γz) = j(z) and there is a factor-

ization of j through the map q = e2πiz.

The map q sends ∞ 7→ 0, defining an expansion of j around ∞. In
particular, every function SL2(Z)-invariant has a factorization through q, so
we can consider such a function to be holomorphic at ∞ if its Laurent series
in q is holomorphic. In a similar way, we can define functions meromorphic
at ∞ and define their order.

We now want to extend this argument to all the groups Γ0(N). First of all,
since [Γ0(1) : Γ0(N)] < +∞, if π : X0(N)→ X0(1) is the projection, there are
a finite number of elements x ∈ X0(N) such that π(x) =∞; these elements will
be called cusps. If x ∈ X0(N) is a cusp, then {γx|γ ∈ Γ0(1)} is the set of the

cusps of X0(N). As we noticed for Γ0(1), the element γ =

(
1 N

0 1

)
∈ Γ0(N) is

such that for every δ ∈ Γ0(1) one can verify that δ−1γδ ∈ Γ0(N). Moreover, if
a function f : H → C is Γ0(N)-invariant, we can see that f(z+N) = f(γz) =
f(z) and for every δ ∈ Γ0(1), (f ◦ δ)(z + N) = f(δ(z + N)) = f(δγz) =
f((δγδ−1)(δz)) = f(δz), hence every f ◦ δ is invariant for the translation by

N . This means that every function f ◦ δ factors through the map qN = e
2πiz
N ,

so that we can define an expansion of f around every cusp. We can now give
the following definition:

Definition 2.3.7. A function f : H → C is said to be a weakly modular form
of weight 0 for the group Γ0(N) if it is Γ0(N)-invariant and meromorphic on
H and at the cusps.

Proposition 2.3.8. j(Nz) is a weakly modular form of weight 0 for Γ0(N).

Proof. If σ0 =

(
N 0

0 1

)
, we can write j(Nz) = j(σ0z). If γ =

(
a b

c d

)
∈

SL2(Z), we can compute

σ0γσ
−1
0 =

(
N 0

0 1

)(
a b

c d

)(
N−1 0

0 1

)
=

(
a Nb
c
N d

)
= γ′

Hence σ0γ = γ′σ0, and thus j(Nγz) = j(σ0γz) = j(γ′σ0z) = j(γ′(Nz)). Then
if γ ∈ Γ0(N) we have that γ′ ∈ Γ0(1), so j(Nγz) = j(Nz), hence j(Nz) is
Γ0(N)-invariant.
j(Nz) is holomorphic on H because NH = H and j(z) is holomorphic. So
we just need to prove that it is meromorphic at the cusps. Let γ ∈ Γ0(1);
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by proposition 2.3.3 there exists σ =

(
a b

0 d

)
∈ C(N) such that j(Nγz) =

j(σ0γz) = j(σz), then we have q(σz) = eσz = e2πiaz+b
d = ζbdq

a
d = ζabN q

a2

N .
Hence

j(Nγz) =
ζ−abN

qa
2

N

+
∞∑
n=0

cnζ
nab
N qna

2

N

which completes the proof.

Proposition 2.3.9. Every weakly modular form f of weight 0 for Γ0(1) is
a rational function of j(z). Moreover, if it is holomorphic on H, it is a
polynomial of j(z).

Proof. First of all, we notice that if f is holomorphic on H and at∞, then it is
constant, because it is holomorphic on X0(1) ∼= P1(C). So, let us consider the

case in which f is holomorphic on H with a pole at ∞. Write f =
∞∑

n=−k
cnq

n,

where k > 0, and notice that there exists a polynomial P (x) such that f−P (j)
is holomorphic at ∞. To see this, it is sufficient to notice that f − c−kjk =
∞∑

n=−k+1

c′nq
n, so we can iterate the argument k times. Hence f − P (j) = d is

constant, so f = P (j) + d. If f is meromorphic, then it has a finite number
of poles, because it is meromorphic on X0(1) = P1(C), which is compact. We
know that j is surjective, so for every w ∈ H there exists cw ∈ C such that
j(z) − cw is holomorphic on H, has a unique simple pole at ∞ and vanishes
at w. Then w is a simple zero, because

∑
z∈P1(C)

ordz(j − c) = 0. Hence if w is

a pole of f of order rw, the function f(z)(j(z) − cw)rw has no pole at w, in
particular the function f(z)

∏
w pole of f

(j(z) − cw)rw is a weakly modular form

holomorphic on H, so it is a polynomial of j. This proves that f is a rational
function of j.

We can now define the following polynomial

ΦN (x, j) :=
∏

σ∈C(N)

(x− j(σz)) =

|C(N)|∏
i=1

(x− j(Nγiz))

We can notice that applying an element γ ∈ Γ0(1) to the coefficients of the
polynomial ΦN (x, j), we just have a permutation of the j(Nγiz), hence, as
they are symmetric functions of the roots, they are invariant under Γ0(1).
Moreover, the coefficients are holomorphic on H, because they are polyno-
mials of holomorphic functions. So, by the previous proposition, they are
polynomials of j(z), thus we can see ΦN (x, j) as a polynomial in two variables
ΦN (x, y) evalued in y = j(z).
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Definition 2.3.10. Given the polynomial defined above, the equation ΦN (x, y) =
0 is called the modular equation.

In this thesis we will often refer to a modular curve as a modular equation
for some N .

Proposition 2.3.11. Let N be a positive integer, then

• ΦN (x, y) ∈ Z[x, y].

• ΦN (x, y) is irreducible.

• If N > 1 then ΦN (x, y) = ΦN (y, x).

• If N is not a perfect square, deg ΦN (x, x) > 1 and its leading coefficient
is ±1.

• If N = p is prime, then ΦN (x, y) ≡ (xp − y)(x− yp) (mod p).

2.4 Ring class fields and the j-invariant

Definition 2.4.1. An extension of number fields L�K, is called abelian if it

is a Galois extension and Gal
(
L�K

)
is an abelian group.

Definition 2.4.2. An extension of number fields L�K, is called unramified if
every prime P ∈ OK is unramified in OL.

Theorem 2.4.3. Let K be a number field, then there exists a maximal abelian
unramified extension L�K.

Definition 2.4.4. The extension L of the previous theorem is called the
Hilbert class field of K.

In this section we are going to describe the connections between the Hilbert
class field, the class group and the j invariant.

Lemma 2.4.5. Let L�K be a Galois extension, let P ⊂ OK be a prime
and Q ⊂ OL an unramified prime containing P . There is a unique σQ ∈
Gal

(
L�K

)
such that σQ(α) ≡ αN(P )(mod Q) for every α ∈ OL.

Proof. Since P is unramified, the inertia group E(Q|P ) is trivial, then the

decomposition group is D(Q|P ) ∼= Gal
(
OL
Q

/
OK
P

)
, which is cyclic generated

by the Frobenius element σ̄(x) = xN(P ), which is the desired element.

Remark 2.4.6. It is not difficult to notice that σQ as in the previous lemma
has the following properties:
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• If τ ∈ Gal
(
L�K

)
then τσQτ

−1 = στ(Q).

• The order of σQ is the inertia degree f(Q|P ), since it is the cardinality
of the decomposition group.

• P splits completely in L if and only if σQ = id, i.e. if and only if the
decomposition group is trivial.

Definition 2.4.7. Let L�K be an unramified abelian extension and P ⊂ OK
be a prime. We define the Artin symbol

(
L/K
P

)
as the automorphism σQ of a

prime Q ⊂ OL above P .

Remark 2.4.8. The Artin symbol is well defined, because if Q,Q′ ⊂ OL are

two different primes above P we know that there exists τ ∈ Gal
(
L�K

)
such

that τ(Q) = Q′, so σQ′ = τσQτ
−1 = σQ, where the last equality holds because

L�K is abelian.

By unique factorization of ideals, we can extend the definition of the Artin
symbol to all fractional ideals.

Definition 2.4.9. Let L�K be an unramified abelian extension and a ⊂ K a
fractional ideal. The Artin symbol of a =

∏
P rii si(

L/K

a

)
=
∏
Pi|a

(
L/K

Pi

)ri
This definition allows us to define a map from fractional ideals to the

Galois group, whose importance lies in the following theorem:

Theorem 2.4.10. Let K be a number field and L its Hilbert class field. The
Artin map (

L/K

·

)
: F(K)→ Gal

(
L�K

)
is surjective and its kernel is P(K), hence there is an isomorphism

Cl(OK) ∼= Gal
(
L�K

)
Corollary 2.4.11. Let K be a number field, L its Hilbert class field and hK
the class number of K, then hK = [L : K].

Let K be a complex quadratic field, we now want to find a similar state-
ment for a generic order O ⊂ K. The main problem is that the conductor
might not allow to find a proper unramified extension. However, thanks to
proposition 2.1.19, a generalization of the Artin map can be defined, leading
to the following theorem:
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Theorem 2.4.12. Let O be an order of K of conductor f . There exists a
unique abelian extension L�K such that all primes of K ramified in L divide
f and there is an isomorphism

Cl(O) ∼= FK(f)�PK,Z(f)
∼= Gal

(
L�K

)
Definition 2.4.13. The unique field given by the previous theorem is called
the ring class field of O.

Corollary 2.4.14. Let O ⊂ K be an order in a complex quadratic field and
L ⊃ K be its ring class field, we have [L : K] = hO.

Class field theory is linked to the j-invariant thanks to the following the-
orem:

Theorem 2.4.15. Let O be an order in a quadratic imaginary field K and
let a be a proper fractional ideal of O. The j invariant j(a) is an algebraic
integer and K(j(a)) is the ring class field of O.

The j-invariant of every proper ideal in a quadratic order is a singular
modulus. Conversely, every singular modulus σ comes from a proper ideal in
a quadratic order, indeed, if σ = j(τ) with τ ∈ K, let ax2 + bx + c ∈ Z[x]
be a polynomial with τ as a root and (a, b, c) = 1, then aτ ∈ OK , because
0 = a(aτ2 + bτ + c) = (aτ)2 + b(aτ) + ac, so j(τ) = j(〈1, τ〉) = j(〈a, aτ〉) and
a = 〈a, aτ〉 is a proper ideal in the order O = {α ∈ K|αa ⊆ a} = 〈1, aτ〉. This
is the order Oσ associated to the singular modulus σ.

Corollary 2.4.16. Every singular modulus σ is an algebraic integer and
[K(σ) : K] = |Cl(Oσ)|.



CHAPTER 3
Special varieties and

Ax-Schanuel

In this chapter we are going to introduce the idea of special variety, where
”special” depends on the context; in particular we will treat the case of the
modular curves and the case of the multiplicative groups.

The concept of special variety is similar to that of torsion subvariety con-
sidered in the Manin-Mumford conjecture.

Definition 3.0.1. Let A be an abelian variety over a field K. B ⊆ A is
a torsion subvariety if it is a translate of an abelian subvariety by a torsion
point, i.e. there exists a torsion point b ∈ A and an abelian subvariety B0 ∈ A
such that B = b+B0.

If X ⊆ A is an algebraic variety, we can consider the torsion subvarieties of
X to be ordered by inclusion. Then, a maximal torsion subvariety is a torsion
subvariety that is not contained in any other torsion subvariety of X.

Theorem 3.0.2 (Manin-Mumford conjecture). Let A be an abelian variety,
X ⊆ A an algebraic variety, then X admits only finitely many maximal torsion
subvarieties.

This conjecture was proved by Michel Raynaud in 1983 [Ray83]. The
André-Oort conjecture generalizes it by introducing special varieties.

3.1 Special varieties

Special varieties can be introduced in a general context, but we will restrict
to the case of subvarieties of Cn both because they are easier to study and
because it will be sufficient for our treatment.

19
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We will identify the points of the modular curve Y0(1)(C) with C and the
multiplicative group Gm(C) with C∗

Definition 3.1.1. A weakly special subvariety of X is a subvariety of the
following form:

• X = Cn: let n0, ..., nk ⊆ {1, 2, ..., n} be a partition, then M = M0×M1×
...×Mk is the sought subvariety, where M0 is a point in Cn0 and Mi is
a modular curve in Cni for i ≥ 1 (Cni is the product of the coordinates
contained in ni). Alternatively, M is given by a system of equations of
the form: xi = c for some c ∈ C, or a modular equation ΦN (xi, xj) = 0
for some i, j and N ∈ N (with any two of them not lying in the same
plane).

• X = (C∗)n: a subvariety T defined by a finite system of equations∏n
i=1 x

aij
i = ξj with aij ∈ Z not all 0 for every j = 1, ..., k.

• X = Cn × (C∗)m: a product of two weakly special subvarieties M × T ,
with M ⊆ Cn and T ⊆ (C∗)m.

Definition 3.1.2. A special point of X is a point of the following form:

• X = Cn: a point such that each coordinate is a singular modulus.

• X = (C∗)n: a torsion point, i.e. a point such that each coordinate is a
root of unity.

• X = Cn × (C∗)m: a point such that its projections on Cn and (C∗)m are
special points.

Definition 3.1.3. A special subvariety of X is a subvariety of the following
form:

• X = Cn: a weakly special subvariety such that n0 = ∅ or M0 is a spe-
cial point. Alternatively, a subvariety defined by a system of equations
of the form: xi = c with c singular modulus, or a modular equation
ΦN (xi, xj) = 0 for some i, j and N ∈ N (with any two of them not lying
in the same plane).

• X = (C∗)n: a weakly special subvariety such that ξj is a root of unity
for every j.

• X = Cn × (C∗)m: a product of two special subvarieties M × T , with
M ⊆ Cn and T ⊆ (C∗)m.

Theorem 3.1.4 (André-Oort conjecture). Every subvariety of Cn has finitely
many maximal special subvarieties.
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This conjecture was proved by Jonathan Pila in 2011 [Pil11], while for
the general case of Shimura varieties Pila, Tsimerman and others published a
preprint of a possible solution in Semptember 2021 [PST+21]. The André-Oort
conjecture has a further generalization, which is the Zilber-Pink conjecture.
Let us call X = Cn × (C∗)m.

Definition 3.1.5. Let W ⊆ X be a subvariety. A subvariety A ⊆W is called
an atypical component of W in X if there exists a special subvariety T ⊆ X
such that A ⊆W ∩ T and dimA > dimW + dimT − dimX.

Example 3.1.6. Every proper special subvariety of X is an atypical com-
ponent of itself in X, indeed if T ⊂ X is special, T ⊆ T and dimT >
2 dimT − dimX since dimX > dimT .

Conjecture 3.1.7 (Zilber-Pink). Let W ⊆ X be a subvariety. There are only
finitely many maximal atypical components of W in X.

3.2 Ax-Schanuel and the j function

We now want to give some Ax-Schanuel results in the mixed modular-multiplicative
setting we are working in. To explain what we mean, let us first consider the
following:

Conjecture 3.2.1 (Schanuel). Let z1, ..., zn ∈ C be linearly independent over
Q, then the field Q(z1, ..., zn, e

z1 , ..., ezn) has transcendence degree at least n
over Q.

Even if this conjecture is far from being proved, there are different re-
sults that prove special or analogous cases. For example, the Lindemann-
Weierstrass theorem is a special case of Schanuel’s conjecture which only con-
siders algebraic numbers.

Theorem 3.2.2 (Lindemann-Weierstrass). Let z1, ..., zn ∈ Q̄ be linearly in-
dependent over Q, then ez1 , ..., ezn are algebraically independent over Q.

A statement analogous to the Schanuel conjecture for power series, was
proved by James Ax in 1971 [Ax71]. This theorem is commonly known as
Ax-Schanuel and is the following:

Theorem 3.2.3 (Ax-Schanuel). Let f1, ..., fn ∈ C[[z1, ..., zm]] be linearly inde-
pendent over Q modulo C, i.e. f1−f1(0), ..., fn−fn(0) are linearly independent
over Q, then

trdegQQ(f1, ..., fn, e
f1 , ..., efn) ≥ n+ rank

(
∂fi
∂zj

)
i,j
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If we consider the special case in which m = 1 and fi(0) = 0 for every i,
we get another conjecture of Schanuel, similar to the original one.

Theorem 3.2.4. Let f1, ..., fn ∈ C[[z]] be linearly independent over Q and
without constant terms, then

trdegC(z)C(z)(f1, ..., fn, e
f1 , ..., efn) ≥ n

Remark 3.2.5. Given a power series f ∈ C[[z]], if the constant term is equal

to 0, then the function ef is well defined as
∞∑
i=0

f i

i! . Indeed, f i contains only

terms of degree at least i, so ef is a power series in which every term is a finite
sum of the terms of the power series f i.

For our purposes, we want to give a geometric implication of this theorem.
This has been observed by Tsimerman in his work [Tsi15] proving Ax-Schanuel
through o-minimality.

Let us consider the exponential map exp : Cn → (C∗)n such that exp(z1, ..., zn) =
(ez1 , ..., ezn), then let us define the setDn := {(x,y) ∈ Cn×(C∗)n|y = exp(x)},
which is the graph of exp, and define the projections πa, πm from Cn × (C∗)n
respectively to Cn and (C∗)n.

Theorem 3.2.6. Let U ⊆ Dn be an irreducible complex analytic subspace
such that πm(U) does not lie in a weakly special subvariety of (C∗)n, then

dimU zar ≥ dimU + n

where U zar denotes the Zariski closure of U in Cn × (C∗)n.

Proof. Since U is an analytic space (and lies in Dn), there is an open set
B ⊆ Cn and an analytic function f : B → Cn such that U = (f, exp ◦f)(B).
One can verify that

dimU = rank

(
∂fi
∂zj

)
i,j

and

dimU zar = trdegCC(f1, ..., fn, e
f1 , ..., efn)

If we menage to prove that f1, .., fn are linearly independent over Q modulo
C, we can apply Ax-Schanuel (since analytic functions are power series) and
complete the proof. However, f1, .., fn are linearly independent modulo C if
and only if ef1 , ..., efn are multiplicatively independent modulo C, that means
that they don’t satisfy any relation of the form xa11 · ... ·xann = ξ. In particular,
we can conclude that f1, .., fn are linearly independent over Q modulo C if
and only if (ef1 , ..., efn) doesn’t lie in any weakly special subvariety of (C∗)n,
that follows from the hypothesis.
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Corollary 3.2.7. Let V ⊆ Cn × (C∗)n be an irreducible subvariety, let U
be a connected irreducible component of V ∩ Dn, assume that πm(U) is not
contained in a weakly special subvariety of (C∗)n, then

dimV ≥ dimU + n

In recent years, Pila and Tsimerman proved a modular version of Ax-
Schanuel [PT+16], an equivalent theorem obtained replacing exp with j. We
now give the setting to state the theorem. Let us consider H as an open subset
of P1(C) and let us define j : Hn → Cn as the product of j on every component.
Let Γ ⊂ P1(C)n × Cn be the graph of j, then we have the following:

Theorem 3.2.8. Let V ⊆ P1(C)n × Cn be an algebraic subvariety, and let
U be an irreducible component of V ∩ Γ. If the projection of U to Cn is not
contained in a proper weakly special subvariety, then

dimV = dimU + n

Eventually, we prove a result in the mixed modular-multiplicative setting,
that will be necessary to complete the proof of theorem 1.0.4. This can be
considered a mixed ”weak complex Ax”; the reader can find a description of
it in [HP16, conjecture 5.10].

From now on we will call

Xn,m := Cn × (C∗)m and Un,m := Hn × Cm

then we have a function π : Um,n → Xn,m such that

π(z1, ..., zn, u1, ..., um) = (j(z1), ..., j(zn), exp(u1), ..., exp(um))

where exp(u) = e2πiu.

Definition 3.2.9. An algebraic subvariety of Un,m will be a complex-analytically
irreducible component of Y ∩ Un,m, where Y ⊆ Cn × Cm is an algebraic sub-
variety.

Definition 3.2.10. A weakly special subvariety of Un,m is an irreducible com-
ponent of π−1(W ), where W is a weakly special subvariety of Xn,m.

Definition 3.2.11. A special subvariety of Un,m is an irreducible component
of π−1(W ), where W is a special subvariety of Xn,m.

Theorem 3.2.12. Let V ⊆ Xn,m and W ⊆ Un,m be algebraic subvarieties
and A ⊆W ∩ π−1(V ) a complex-analytically irreducible component, then

dimA = dimV + dimW − dim(Xm,n)

unless A is contained in a proper weakly special subvariety of U .
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This theorem leads to a mixed form of ”weak complex Ax”, stated in
[HP16], which is a consequence of Ax-Schanuel. As multiplicative [Ax71] and
modular [PT+16] Ax-Schanuel imply respectively multiplicative and modu-
lar weak complex Ax, mixed Ax-Schanuel given above implies mixed weak
complex Ax.

Theorem 3.2.13 (Weak complex Ax). Let U ′ ⊆ Un,m be a weakly special sub-
variety and let X ′ = π(U ′). If V ⊆ X ′ and W ⊆ U ′ are algebraic subvarieties
and A is a complex analytically irreducible component of W ∩ π−1(V ), then

dimA = dimV + dimW − dimX ′

unless A is contained in a proper weakly special subvariety of U ′.

We now give some definitions in order to state the most convinient form
of weak complex Ax for our purpose.

Definition 3.2.14. Let V ⊆ Xn,m be a subvariety.

• A component with respect to V is a complex analytically irreducible
component of W ∩ π−1(V ) for some algebraic variety W ⊆ Un,m.

• Let A be a component with respect to V . We define its defect to be
∂(A) := dimZcl(A) − dimA, where Zcl(A) denotes the Zariski closure
of A.

• A component with respect to V is optimal if there is no strictly larger
component B with respect to V with ∂B ≤ ∂A.

• A component A with respect to V is geodesic if it is a component of
W ∩ π−1(V ) for some weakly special subvariety W ⊆ Un,m.

Theorem 3.2.15 (Weak complex Ax, second form). Let V ⊆ Xn,m be a
subvariety. An optimal component with respect to V is geodesic.

The proof that the two versions of weak complex Ax are equivalent is the
same of that of [HP16].



CHAPTER 4
o-minimality: the Theorem of

Pila and Wilkie

In this chapter we will define o-minimal structures with the aim of introducing
the Pila-Wilkie theorem. This will allow to underline how model theory applies
to number theory.

4.1 o-minimal structures

Definition 4.1.1. Let R be a set, a structure on R is a sequence S0, S1, S2, ...
of sets such that Sn ⊆ P(Rn), their elements are called definable sets and have
the following properties:

• if A ∈ Sn then Ā ∈ Sn

• if A,B ∈ Sn then A ∪B ∈ Sn

• if A ∈ Sn and B ∈ Sm then A×B ∈ Sm+n

• for every 1 ≤ i, j ≤ n the set {(x1, ..., xn) ∈ Rn|xi = xj} ∈ Sn

• if π : Rn+1 → Rn is the projection map, then A ∈ Sn+1 =⇒ π(A) ∈ Sn

Definition 4.1.2. We say that a map f : Rn → Rm is definable if its graph
is definable, i.e. if {(x, y) ∈ Rn+m|y = f(x)} ∈ Sn+m

We now want to consider the case where R = R, in particular we would
like to study structures where sets defined by equations and inequalities of
polynomials are definable. In addition, we would like these structures to be
compatible with the properties of R as an ordered ring. For that reason, we

25
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WILKIE

are going to give the following new definition of structure when R is the base
set.

Definition 4.1.3. A structure over R is a structure with the following addi-
tional properties:

• the operations +, · : R2 → R are definable

• {x} is definable ∀x ∈ R

• the relation < is definable, that is for every n and every 1 ≤ i, j ≤ n the
set {(x1, ..., xn) ∈ Rn|xi < xj} is definable

Definition 4.1.4. We will call semi-algebraic set a subset of Rn of the form{
(x1, ..., xn) ∈ Rn

∣∣∣∣∣ f1(x1, ..., xn) > 0, ... fs(x1, ..., xn) > 0,

g1(x1, ..., xn) = 0, ... gt(x1, ..., xn) = 0

}

where f1, ..., fs, g1, ..., gt ∈ R[x1, ..., xn].

Remark 4.1.5. It is not difficult to show with some calculations that all the
semi-algebraic sets are definable in every structure over R.

Definition 4.1.6. An o-minimal structure is a structure over R whose de-
finable sets in R are only the semi-algebraic sets. In other words, the only
definable sets in R are the following:

• ∅

• the intervals (a, b) with a, b ∈ R ∪ {±∞}

• {x} for every x ∈ R

• finite unions of the previous sets

One may wonder wether the semi-algebraic sets form an o-minimal struc-
ture or not. We can see that all the properties are easy to verify but the
closure under projection. However, we have the following result:

Theorem 4.1.7 (Tarski-Seidenberg). Let A ⊆ Rn+1 be a semi-algebraic set,
let π : Rn+1 → Rn be the projection map, then π(A) is a semi-algebraic set in
Rn.

Corollary 4.1.8. The sequence (Sn)n, where Sn is the set of the semi-algebraic
sets of Rn, form an o-minimal structure, that will be denoted by Ralg.

We may also want to study structures where sets defined by equations and
inequalities of analytic functions are definable.
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Definition 4.1.9. A set A ⊆ Rn is called semi-analytic at the point y ∈ Rn
if y has an open neighborhood U such that U ∩ A is a finite union of sets of
the form{

(x1, ..., xn) ∈ Rn
∣∣∣∣∣ f1(x1, ..., xn) > 0, ... fs(x1, ..., xn) > 0,

g1(x1, ..., xn) = 0, ... gt(x1, ..., xn) = 0

}
where f1, ..., fs, g1, ..., gt are real analytic functions.

Definition 4.1.10. A set A ⊆ Rn is called semi-analytic if it is semi-analytic
at every point x ∈ Rn.

Unfortunately, semi-analytic sets don’t form an o-minimal structure. That
is due to the fact that the projection of a semi-analytic set is not neccesarily
semi-analytic. Then, we have to introduce some other sets.

Definition 4.1.11. A set A ⊆ Rn is called subanalytic at the point y ∈ Rn
if y has an open neighborhood U such that U ∩ A is the projection, thorugh
the map π : Rn+m → Rn, of a bounded semi-analytic set S ⊆ Rn+m, for some
m ∈ N.

Definition 4.1.12. A set A ⊆ Rn is called subanalytic if it is subanalytic at
every point x ∈ Rn.

Definition 4.1.13. A set A ⊆ Rn is called globally subanalytic (or finitely
subanalytic) if its image under the map

(x1, ..., xn) 7−→

(
x1√

1 + x2
1

, ... ,
xn√

1 + x2
n

)
from Rn to Rn is subanalytic in Rn.

The importance of the subanalytic sets is expressed by the following the-
orem of Van den Dries [VdD86]:

Theorem 4.1.14. Let Sn be the set of the finitely subanalytic sets in Rn, then
(Sn)n∈N is an o-minimal strucutre denoted with Ran.

The more common name ”globally subanalityc” comes from a different
definition which has been proven to be equivalent to the previous one.

Definition 4.1.15. A set A ⊆ Rn is called globally subanalytic if it is sub-
analytic in Pn(R), where Rn is identified with the open set U0 = {(x0 : ... :
xn)|x0 6= 0}.

The o-minimal structure Ran can be further extended to a larger structure
Ran,exp in which the exponential function is definable. Van den Dries and
others in [vdDMM94, 5.13] proved the following theorem:
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Theorem 4.1.16. Ran,exp is an o-minimal structure.

Subsequently, Peterzil and Starchenko introduced many results extending
the theory of o-minimality to complex numbers. A complex set is said to be
definable if it is definable considered in real coordinates; similarily, a complex
function is definable if its graph is a definable set. In [PS04], they proved the
following theorem:

Theorem 4.1.17. The Weierstrass ℘ function is definable in the o-minimal
structure Ran,exp.

Corollary 4.1.18. The j function is definable in the o-minimal structure
Ran,exp.

4.2 The Pila-Wilkie theorem

In recent years, thanks to Jonathan Pila and Alex James Wilkie, o-minimality
has been applied to number theory through their important counting theorem.
Their result is a generalization of the previous Bombieri-Pila theorem [BP89],
which counts rational points of bounded height in transcendental curves. Pila
and Wilkie managed to prove the same statement for definable sets in some
o-minimal structures.

Definition 4.2.1. Let X ⊆ Rn, we will denote by X(Q, T ) the set of the
points x ∈ X ∩Qn such that H(xi) ≤ T for every i = 1, ..., n, where H(xi) is
the multiplicative height of xi.

Definition 4.2.2. Let X ⊆ Rn, we will denote by Xalg the union of all
the segments of algebraic curves contained in X. Moreover, we will write
Xtr = X \Xalg.

Theorem 4.2.3 (Pila-Wilkie). Let X ⊆ Rn be a definable set in some o-
minimal structure, then for every ε ∈ R+ there exists a constant c(X, ε) such
that

|Xtr(Q, T )| ≤ c(X, ε)T ε

Pila and Wilkie proved this theorem in 2006 [PW+06], generalizing the
previous result of Bombieri and Pila of 1989, which is the following:

Theorem 4.2.4. Let C ⊂ R2 be a real analytic plane compact curve.

• Suppose that C is transcendental, then for every ε > 0 there is a constant
k(C, ε) such that ∣∣∣∣C ∩ 1

N
Z2

∣∣∣∣ ≤ k(C, ε)N ε
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• Suppose that C is a segment of an irreducible plane algebraic curve of
degree d, then for every ε > 0 there is a constant k(C, ε) such that∣∣∣∣C ∩ 1

N
Z2

∣∣∣∣ ≤ k(C, ε)N
1
d

+ε

In the proof of theorem 1.0.4 we will need to bound the quadratic points
(corresponding to singular moduli), then the Pila-Wilkie theorem, in this form,
is not sufficient, since its statement involves only the rational numbers. Indeed,
we will use a stronger version proved by Pila in 2009 [Pil09].

Definition 4.2.5. Let X ⊆ Rn, we will denote by X(Q, d, T ) the set of the
points x ∈ X such that [Q(xi) : Q] ≤ d and H(xi) ≤ T for every i = 1, ..., n.

Theorem 4.2.6. Let X ⊆ Rn be definable in some o-minimal structure, let
d be a positive integer, then for every ε > 0 there exists a constant c(X, ε, d)
such that

|Xtr(Q, d, T )| ≤ c(X, ε, d)T ε

Actually, also this version of the theorem is not enough, because singular
moduli correspond to imaginary quadratic points, but we can consider their
projection on R, which for each point gives two points at most quadratic.





CHAPTER 5
Proof of the main theorem

The proof of theorem 1.0.4 will be given by proving at first a different theorem
stating that distinct rational ”translates” of the j-function are multiplicatively
independent modulo constant. We now give a more precise statement of this
theorem.

Definition 5.0.1. Let f1, ..., fn : H → C be functions, they will be called
multiplicatively independent modulo constants if there are no k1, ..., kn ∈ Z
not all 0 and c ∈ C such that

∏n
i=1 f

ki
i = c.

Let’s consider the functions j(g1z), ..., j(gnz) : H → C for some g1, ..., gn ∈
GL+

2 (Q). We know that j(giz), j(gkz) are identically equal if and only if

[gi] = [gk] in the quotient PSL2(Z)�
PGL+

2 (Q). We will prove the following:

Theorem 5.0.2. Let g1, ..., gn ∈ GL+
2 (Q). If the functions j(g1z), ..., j(gnz)

are pairwise distinct, then they are multiplicatively independent modulo con-
stants.

The key to prove this will be to show that there exists a z ∈ H such that
one and only one of these functions vanishes in z. To do this, we need some
further tools.

5.1 Trees of lattices

When we consider the set of the lattices up to scaling, we can define a structure
of graph on it, in particular a regular connected tree, which will allow us to
prove theorem 5.0.2.

31
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Let us define the sets

TQ := PSL2(Z)�
PGL+

2 (Q) and Tp := PSL2(Zp)�
PGL2(Qp)

There is a map TQ → Tp given by the inclusions Z ⊂ Zp andQ ⊂ Qp. This map
is well defined, because two classes [g], [h] ∈ TQ, for g, h ∈ PGL+

2 (Q), are the
same class if there is γ ∈ PSL2(Z) such that γg = h, but PSL2(Z) ⊂ PSL2(Zp),
then [g]p = [h]p, where [g]p is the image of [g] in Tp.

Remark 5.1.1. The map defined above is not injective, because there may be
such a γ that belongs to PSL2(Zp) \ PSL2(Z). For example, let a 6= 1 be a

quadratic residue modulo p, hence
√
a, 1√

a
∈ Zp and therefore

(√
a 0

0 1√
a

)
∈

PSL2(Zp), so

[I]p =

[(√
a 0

0 1√
a

)]
p

=

[(
a 0

0 1

)]
p

but [I] 6=

[(
a 0

0 1

)]
in TQ.

If we consider the product over the primes of the maps TQ → Tp we get
an inclusion TQ ⊂

∏
p prime Tp. Indeed, given [g], [h] ∈ TQ, if we have that

[g]p = [h]p for every p, the matrix gh−1 belongs to PSL2(Zp) for every p, i.e.
the coefficients of gh−1 are rational numbers belonging to Zp for every p, hence
gh−1 ∈ PSL2(Z) and [g] = [h].

The set TQ may be identified with the set of the Z-lattices in Q2 up to
scaling. This can be seen taking the lattice generated by ge1, ge2, with e1, e2

being the canonical basis, for every g ∈ PGL+
2 (Q). The correspondence is well

defined because g and h generate the same lattice (up to scaling) if and only if
gh−1 generates Z2, i.e. gh−1 ∈ PSL2(Z). Likewise, Tp may be identified with
the set of the Zp-lattices in Q2 up to scaling.

We can define a graph structure on Tp by taking its points as nodes and
by saying that two lattices are connected by an edge if there exists a cyclic
p-isogeny between them, i.e. if one can scale one to be inside the other with
index p.

Definition 5.1.2. We say that a graph is a tree if there are no cycles in it.

Definition 5.1.3. We call a graph regular if every node has the same degree.
A graph whose nodes have degree n will be called an n-regular graph.

Proposition 5.1.4. The graph Tp is a (p+ 1)-regular connected tree.
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Proof. Let us first prove that it is connected. Let (a1, b1)Zp ⊕ (a2, b2)Zp be
a generic lattice. We know that every number in Qp is the product of a
power of p and an invertible element of Zp, hence we can write the lattice
as (pk1α1, p

h1β1)Zp ⊕ (pk2α2, p
h2β2)Zp. Since Zp = β−1

i Zp for i = 1, 2, we
may assume that β1 = β2 = 1, by renaming αiβ

−1
i as αi. Without loss of

generality, we can also suppose that h1 ≥ h2, then we have

(pk1α1, p
h1)Zp ⊕ (pk2α2, p

h2)Zp =

(pk1α1 − pk2+h1−h2α2, p
h1 − ph1)Zp ⊕ (pk2α2, p

h2)Zp =

(c, 0)Zp ⊕ (pk2α2, p
h2)Zp

Again, we can write c = p`γ, with γ ∈ Z∗p. We have two cases:

1. ` ≤ k2 : in this case we simply have that

(p`γ, 0)Zp ⊕ (pk2α2, p
h2)Zp =

(p`, 0)Zp ⊕ (pk2α2, p
h2)Zp =

(p`, 0)Zp ⊕ (0, ph2)Zp

which is an orthogonal lattice.

2. ` > k2 : in this case we cannot chose a simpler basis, then the lattice
will have the form (p`, 0)Zp ⊕ (pk2 , ph2α−1

2 )Zp.

It is now easy to notice that every two lattices of type 1 are always connected,
because we just need to scale each coordinate by a factor p a proper number
of times. Moreover, we can see that every lattice of type 2 is connected to a
lattice of type 1, because we can multiply the second coordinate by p until
k2 ≥ `, obtaining a lattice of type 1. Then Tp is connected.
To prove that it is a tree, suppose that there is a cycle L1, L2, ..., Ln, Ln+1 =
L1, where n > 2 and Li 6= Lj for every 1 ≤ i < j ≤ n, then, since Li considered
up to scaling, we can fix a scale so that L1 ⊂ L2 ⊂ ... ⊂ Ln ⊂ Ln+1 = cL1 =
1
pk
L1, where c ∈ Qp and k = −vp(c) > 0. We know that [Li+1 : Li] = p for

every i, then p2k = [Ln+1 : L1] =
∏n
i=1[Li+1 : Li] = pn.

Lemma 5.1.5. For every i ≤ 1 we have Li�L1
∼= Z�pi−1Z.

Proof. We prove this lemma by induction. If i = 1 is trivial and it is also
true for i = 2 because there is a cyclic p-isogeny between L1 and L2. Suppose
that Li�L1

∼= Z�pi−1Z for a fixed i ≥ 2 and for all the previous, then Li�L1
<

Li+1�L1
and

[
Li+1�L1

: Li�L1

]
= [Li+1 : Li] = p. Hence, either Li+1�L1

∼=
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Z�piZ, which is our goal, or Li+1�L1
∼= Z�pi−1Z×

Z�pZ. In the latter case, we

would have

Z�pi−2Z
∼= Li−1�L1

< Li+1�L1
∼= Z�pi−1Z×

Z�pZ

and so

Li+1�Li−1
∼=
Li+1/L1

Li−1/L1

∼=
(
Z�pZ

)2

Hence pLi+1 ⊆ Li−1, but [Li+1 : pLi+1] = p2 = [Li+1 : Li−1], so [Li−1 :
pLi+1] = 1, i.e. pLi+1 = Li−1, which means that they are the same lattice up
to scale, but this is absurd by assumption.

Now, by the lemma, we get that(
Z�pkZ

)2 ∼= p−kL1�L1
= Ln+1�L1

∼= Z�pnZ

which is absurd, hence there can’t be any cycle.
Eventually, to prove that Tp is (p + 1)-regular, we just need to notice that,
given a lattice L, every adjacent lattice can be scaled to a unique proper
sublattice of L of index p. All these lattices will also contain pL, then there
is a correspondence between them and the subgroups of order p of L�pL ∼=(
Z�pZ

)2
. To count these subgroups, we just need to count the elements of

order p and notice that there are p− 1 of them in every orbit, then there are
p2−1
p−1 = p+ 1 subgroups, which corresponds to the nodes adjacent to L.

The lattices in TQ and Tp are defined to be inside Q2 and Q2
p respectively,

but we can chose an element τ ∈ C so that 1, τ are a basis of Q2 inside C.
The difference with the previous definition is that a lattice embedded in C
might have a structure of ideal in some ring in addition to that of Z-module.
In particular, this happens if and only if τ is imaginary quadratic, i.e. if the
lattice considered gives rise to a CM elliptic curve.

Let us examine the lattice Λ = Z ⊕ ωZ, with ω = e
2πi
3 , root of the poly-

nomial x2 + x+ 1, whose j-invariant is equal to 0. The quotient E0 = C�Λ is
a CM curve and its ring of endomorphisms is Z[ω] itself. Then, every curve
isogenous to E0 has also ring of endomorphisms Z[ω], so, up to nomalizing
its lattice, we can consider it to be inside Z[ω] ⊗ Q = Q(ω). On the other
hand, every lattice L ⊂ Q(ω) (up to scaling) has its curve EL isogenous to the

curve E0, indeed we can scale it so that it contains Z[ω] and L�Z[ω] is cyclic.

Then we can define T ′Q to be the set of the lattices in Q(ω) up to scaling, and

corrispondingly T ′p := {L ⊗ Zp|L ∈ T ′Q}. T ′p is just the set Tp, where Q2
p is

identified with Q(ω)⊗ Zp.
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Remark 5.1.6. We can notice that both Tp and T ′p are p+ 1-regular connected
trees (as in the picture below), hence they are completely symmetric in every
node. In particular, if we choose a correspondence between them, we can send
the base node Z2

p of Tp in every node of T ′p. However, this choice doesn’t
determine the correspondence between the other vertices of the graph. For
instance, every node adjacent to the base node of Tp can be sent in every node
adjacent to the image of the base node in T ′p.

Remark 5.1.7. In T ′Q, one can decide that Z[ω] corresponds to Z2 in TQ, then

in T ′p the lattice Z[ω] ⊗ Zp corresponds to Z2
p in Tp. However, this doesn’t

determine the correspondence between other latticese and edges, in particular,
that depends on the choice of correspondence of basis between Z[ω] and Z2.

Remark 5.1.8. Let Z[ω] ⊗ Zp correspond to Z2
p as in the previous remark,

then every L ∈ Tp adjacent to Z2
p can be sent in every L′ ∈ T ′p adjacent to

Z[ω] ⊗ Zp with a proper choice of basis for Z2, i.e. with a proper choice of a
γ ∈ SL2(Z). In addition, every γ′ ∈ SL2(Z) such that γ′ ≡ γ (mod p) gives
the same correspondence. To see this, set a default correspondence between
lattices and identify L′ with its preimage in Tp, then L′ = γL and up to scale
we can consider them to contain Z2 with index p. Let γ′ = γ + pδ, we have
γ′L = (γ+pδ)L ⊂ γL+Z2 = L′. Conversely, we have that (γ′)−1 = γ−1 +pδ′,
so (γ′)−1L′ = (γ−1 + pδ′)L′ ⊂ γ−1L′ + Z2 = L, that is L′ ⊂ γ′L, and so

L′ = γ′L. Hence, L can be sent to L′ with a proper choice of γ̄ ∈ SL2

(
Z�pZ

)
.

Let us now study the curves isomorphic to E0 in T ′Q. In particular, we
want to prove the following proposition:

Proposition 5.1.9. For every prime p, there exists a node N ′ ∈ T ′p adiacent
to the lattice Z[ω] ⊗ Zp such that every other lattice L ∈ T ′Q for which the
shortest path from Z[ω]⊗ Zp to L⊗ Zp goes through N ′ is not isomorphic to

E0, i.e. it is not of the form Λ⊗ Zp with C�Λ
∼= E0.

Proof. Let L ∈ T ′Q such that EL ∼= E0, then up to scale L ⊃ Z[ω] and L�Z[ω] is

the kernel of an endomorphism of E0, that is the kernel of the multiplication by
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α ∈ Z[ω]. This kernel is Z[ω]
(α)
∼= (α−1)

Z[ω] and looking to the corresponding maps in

Qp the kernel becomes
(α−1)⊗Zp
Z[ω]⊗Zp . This means that the endomorphisms (and so

the lattices isomorphic to E0) correspond to some elements of the fractional
ideal group of Z[ω] ⊗ Zp (providing the endomorphisms giving the kernels)
quotiented out by the fractional principal ideals of Zp (scaling). We know

that Z[ω]⊗ Zp = Z[x]
(x2+x+1)

⊗ Zp ∼= Zp[x]
(x2+x+1)

, then we have 3 different cases:

• p ≡ 1(3) : in this case x2 + x + 1 splits modulo p, then by Hensel’s
lemma also splits in Zp[x] and ω, ω̄ ∈ Zp are different roots of it. Then

Z[ω]⊗Zp ∼= Zp[x]
(x−ω)×

Zp[x]
(x−ω̄)

∼= Z2
p. So its ideal group is isomorphic to Z2 and

quotiented by the diagonal. This means that the lattices isomorphic to
E0 are the same of Z and are adjacent if and only if they are represented
by consecutive numbers (multiplication by p).

• p ≡ 2(3) : in this case x2 +x+1 doesn’t split in Zp, so Z[ω]⊗Zp = Zp[ω]
and its maximal ideal is (p), then its ideal group is isomorphic to Z
(powers of p). But since p ∈ Q∗p (and so (p) ∈ F(Zp)), the lattices
isomorphic to E0 are just Z quotiented by Z, so there is just one such
lattice, that is Z[ω].

• p = 3 : in this case x2 +x+1 = (x−1)2 +3(x−1)+3, so it is irreducible
by Eisenstein, then Z[ω]⊗Z3 = Z3[ω] and since (3) = (1−ω)2 is totally
ramified in Z[ω], so it is in Z3[ω]. Hence the ideal group is equal to Z
(exponents of 1−ω) and quotienting by the ideals of Z3, i.e. the powers
of (3), corresponds to quotienting by 2Z, since the valuation of 3 is 2. So,
there are just 2 lattices isomorphic to E0. In addition, these two nodes
are connected, since we can get from one to the other by multiplying by
1− ω, which is a cyclic 3-isogeny.

Since T ′p is a (p+ 1)-regular tree and p ≥ 2, every node has at least 3 adjacent
nodes, but in all cases above, Z[ω]⊗ Zp (which is isomorphic to E0) can have
at most 2 other lattices isomorphic to E0 adjacent to it. In particular, there
is N ′ adjacent to Z[ω] ⊗ Zp which is not isomorphic to E0. In second and
third case we obviously conclude by considering this node. In the first case, if
there were a node L isomorphic to E0 with shortest path to Z[ω]⊗Zp passing
through N ′, there would be a path from L to Z[ω]⊗ Zp passing only through
nodes isomorphic to E0, because these nodes form a connected line in T ′p. But
since T ′p is a tree, this would imply that this path passes through N ′, which
is absurd.
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5.2 Rational translates of j are independent

We have introduced some properties of trees of lattices, so we are now ready
to prove theorem 5.0.2. We will do that by proving the following:

Proposition 5.2.1. Let g1, ..., gn ∈ GL+
2 (Q) such that the functions j(g1z), ..., j(gnz)

are pairwise distinct, then there exists z ∈ H such that j(giz) = 0 for exactly
one i.

Proof. We first suppose that there exists a prime number p such that the
images of g1, ..., gn in Tp are distinct. If ui is the image of gi in Tp for every i,
we may assume that u1 and u2 are two nodes with maximal distance. Then,
there is a unique node N ∈ Tp adjacent to u1 such that every path from
u1 to any other ui goes through N (because Tp is a tree). Furthermore, we
can assume that g1 = I, because we can consider the functions j(giz) to be
defined over g−1

1 H = H. We can now take a map from Tp to T ′p sending Z2
p

to Z[ω] ⊗ Zp, in addition, by remark 5.1.8, we can send N to the node N ′ of
proposition 5.1.9, so that ui is never isomorphic to E0 for i 6= 0. Hence, taking
z = ω, we get j(g1z) = j(ω) = 0 and for i > 1 we get j(giz) 6= 0, because the

image of gi =

(
a b

c d

)
in T ′p is 〈aω + b, cω + d〉 � E0 and

j(giω) = j

(
aω + b

cω + d

)
= j

(
〈aω + b

cω + d
, 1〉
)

= j(〈aω + b, cω + d〉) 6= 0

Let us now prove the proposition without the simplifying assumption. Since
j(g1z), ..., j(gnz) are all distinct, the classes of gi in TQ are all distinct, then
for every i 6= j there exist a prime p such that ui 6= uj in Tp. This means
that while there is no p separating g1, ..., gn, there exists a k ∈ N such that,
if we consider the first k primes 2 = p1, ..., pk, they are distinct, i.e. for every
gi, gj there is a q < pk such that they are distinct in Tq. Let S = {g1, ..., gn},
let v1 ∈ T2 = Tp1 be an extremal node (just as u1 in the simple case above),
then we call S1 ⊂ S the set of the gi whose image is v1. Similarly, we can
take an extremal node v2 ∈ T3 = Tp2 among the images of elements of S1,
then we can define S2 ⊂ S1 to be the set of the elements of S1 whose image
is v2. In particular, for every 1 ≤ t ≤ k we can consider the set St ⊂ St−1 of
the elements whose image in Tpt is an extremal node vt among the images of
elements of St−1 (with S0 = S). By the choice of k, we know that Sk has just
one element, then, as in the simple case, we may assume that this node is the
image of g1 and that g1 = I. For every 1 ≤ t ≤ k there exists a unique node
Nt ∈ Tpt adjacent to vt through which all the paths from vt to other images
of St−1 go. By a proper choice of a basis for Z2 ∈ TQ, the map from Tpt to T ′pt
sending Z2

pt to Z[ω]⊗Z2
pt , sends also Nt to N ′t as in proposition 5.1.9, for every

t. Indeed, by remark 5.1.8 and by Chinese remainder theorem, the choice of a
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basis for every pt corresponds to the choice of an element in SL2

(
Z�(
∏
pt)Z

)
.

We can choose a proper matrix in SL2(Z) that projects to the right element

because the projection SL2(Z) → SL2

(
Z�RZ

)
is surjective for every natural

number R. For i > 1, let us consider t < k such that gi ∈ St \ St+1: the
image of gi in T ′pt+1

is connected to vt+1 via N ′t+1, so gi is not isomorphic to
E0. Hence, as in the simple case, j(g1ω) = j(ω) = 0 and j(giω) 6= 0 for every
i > 1.

Now, to prove theorem 5.0.2, let us suppose that the functions j(g1z), ..., j(gnz)
are not multiplicatively independent modulo constant, then there exist k1, ..., kn ∈
Z and c ∈ C such that

∏n
i=1 j(giz)

ki = c. We notice that c 6= 0 because j(giz)
are meromorphic functions, hence their product vanishes on a set of measure
zero. Let z̄ ∈ H be an element such that j(giz̄) = 0 and j(gtz̄) 6= 0 for every
t 6= i, for some 1 ≤ i ≤ n. Without loss of generality, we may consider kt 6= 0
(otherwise we can just take a subset of the functions) and ki > 0 (up to in-
vert), hence 0 = j(giz̄)

ki ·
∏
t6=i j(gtz̄)

kt =
∏n
t=1 j(gtz̄)

kt = c, which is absurd.
This concludes the proof of the theorem.

5.3 Singular-dependent n-tuples in atypical
components

Let X = Xn,n = Cn × (C∗)n and let us consider the ”diagonal” V = Vn =
{(x,x) ∈ X|x ∈ (C∗)n}. Since V is defined by n minimal equations, dimV =
codimV = n. If we consider a singular-dependent n-tuple (x1, ..., xn), we can
notice that it is a special point (and so a special subvariety of dimension 0)
in Cn; moreover it satisfies an equation of the form

∏n
i=1 x

ai
i = 1, hence it is

contained in a special subvariety T of (C∗)n of dimension n−1. In particular,
x = (x1, ..., xn, x1, ..., xn) is contained in the special subvariety {x} × T of X
of dimension 0 + (n− 1) = n− 1. Hence, we obtain that

dim({x}) = 0 > −1 = n+ (n− 1)− 2n = dimV + dim({x} × T )− dimX

so x is an atypical point of V in X.

Lemma 5.3.1. A singular-dependent n-tuple may not be contained in an atyp-
ical component of V of positive dimension.

Proof. Let x = (x1, ..., xn) be a singular-dependent n-tuple. x can never
be contained in a special subvariety of X0,n = (C∗)n defined by two min-
imal equations, indeed, if we have the equations ya =

∏n
i=1 y

ai
i = ζα and

yb =
∏n
i=1 y

bi
i = ζβ such that (ai, ..., an) 6= r(b1, ..., bn) for every r ∈ Q, we get

c = b1a−a1b 6= (0, ..., 0), but c1 = 0. Hence, if x satisfies both the equations,
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xαβc = 1, which gives a multiplicative dependence between x2, .., xn, contra-
dicting the minimality of the relation of the singular-dependent n-tuple.
We now notice that the special varieties of the form M × (C∗)n or Cn × T
cannot contain an atypical component of V , indeed

(M × (C∗)n) ∩ V = {(x,x)|x ∈M ∩ (C∗)n} = M̃

and
(Cn × T ) ∩ V = {(x,x)|x ∈ T} = T̃

so

dim(M̃) ≤ dimM = dim(M × (C∗)n)−n = dim(M × (C∗)n) + dimV −dimX

and

dim(T̃ ) = dimT = dim(Cn × T )− n = dim(Cn × T ) + dimV − dimX

Hence, if (x,x) is contained in a positive dimensional atypical component
of V , it must be given by a special subvariety of the form M × T , with M
proper special subvariety and T special subvariety defined by one equation∏n
i=1 y

ai
i = ζα (i.e. it has dimension n− 1). Then we have that

dim((M × T ) ∩ V ) ≥ dim(M × T ) + dimV − dimX =

= dimM + (n− 1) + n− 2n = dimM − 1

So it gives an atypical component if dim((M × T ) ∩ V ) ≥ dimM , but

dimM ≤ dim((M × T ) ∩ V ) = dim(M ∩ T ) ≤ dimM

therefore M ∩ (C∗)n ⊆ T , since M is irreducible (it is a product of irreducible
varieties). We know that x ∈ T , then we must have that ai 6= 0 for every i,
otherwise x wouldn’t be a singular-dependent n-tuple. Since M is a positive
dimensional special subvariety of Cn, M = M0×M1× ...×Mk with k ≥ 1, like
in definition 3.1.3. Since x ∈M , WLOG n1 = {1, 2, ..., s} and x is contained in
the curve M1×{(xs+1, ..., xn)}. M1 can be parametrized by (j(q1z), ..., j(qsz))
with z ∈ C and q1, ..., qs ∈ GL+

2 (Q), then j(q1z), ..., j(qsz) would be multi-
plicatively dependent modulo constant (

∏s
i=1 j(qiz)

−ai = ζ−1
α

∏n
i=s+1 x

ai
i with

a1, ...as not all 0), hence by theorem 5.0.2 two of them are identically equal.
In particular, there exist xi = xj for some i 6= j, but this contradicts the
minimality of the relations of the singular-dependent n-tuple.

5.4 The proof

In this section we finally give the proof of theorem 1.0.4.
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We already noticed, at the end of the second chapter, that every singular
modulus is the j-invariant of a proper ideal of a quadratic order. Let the
discriminant ∆τ associated to a complex quadratic number τ ∈ H be the
same of the discriminant associated to the correspondent singular modulus
j(τ). If τ is a quadratic complex number, ax2 + bx+ c ∈ Z[x] the polynomial
with τ as a root and (a, b, c) = 1, j(τ) is the j-invariant of the proper fractional
ideal 〈1, τ〉 in the order 〈1, aτ〉, hence we can consider the discriminant of a
singular modulus to be, equivalently, the discriminant of its preimage τ or the
discriminant of its associated order, because ∆(〈1, aτ〉) = ∆aτ = ∆τ .

Remark 5.4.1. With the notation above, one can show that the discriminant
∆j(τ) = ∆τ is the discriminant of the polynomial ax2 + bx+ c.

Definition 5.4.2. Let σ = j(τ) be a singular modulus, we define its complex-
ity as ∆(σ) = |∆τ |.

Definition 5.4.3. Let σ = (σ1, ..., σn) be a n-tuple of singular moduli, then
we define its complexity as ∆(σ) = max{|∆(σ1)|, ..., |∆(σn)|}.

Definition 5.4.4. Let x = (x1, ..., xn) ∈ Q̄n, then we define the height of x
as h(x) := max{h(x1), ...,h(xn)}. Likewise H(x) := max{H(x1), ...,H(xn)}.

We now define a particular set that will be the key of the proof. Let Fj
be the standard fundamental domain of the action of SL2(Z) on H, and Fexp

the standard fundamental domain of the action of 2πiZ on C by translation.
Let us consider the set

Y :=
{

(z, u, r, s) ∈ Fnj × Fnexp × Rn × R
∣∣ j(z) = exp(u), r · u = 2πis

}
where j(z) = exp(u) = eu means that for every k = 1, ..., n we have j(zk) =
exp(uk). The way we defined Y is such that the former two components
(z, u) are in the preimage of the set V defined in the previous section through
the map (j, exp); the latter two components keep track of the multiplicative
relation of the singular moduli, which becomes a linear relation in the preimage
of exp. Let us now consider the projection of Y defined as following:

Z :=
{

(z, r, s) ∈ Fnj × Rn × R
∣∣ ∃u ∈ Fnexp, (z, u, r, s) ∈ Y

}
It is not difficult to notice that there is a 1-1 correspondence between singular
dependent n-tuples and the points (z, r, s) ∈ Z such that [Q(zi) : Q] = 2 for
every i = 1, ..., n and (r, s) ∈ Zn+1 have no common divisors and r 6= (0, ..., 0).
We will call this points singular points of Z.

Proposition 5.4.5. Let us suppose that there are infinitely many singular
dependent n-tuples, then there exists a constant c > 0 such that frequently in

T > 0 there are at least cT
1

4n2 singular points of Z with height at most T .
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Proof. Let σ ∈ V be a singular dependent n-tuple, then its preimage through
(j, exp) is a point τ = (z1, ..., zn, u1, ..., un) ∈ Fnj × Fnexp and there exist

r1, ..., rn, s ∈ Z such that (z, u, r, s) ∈ Y . We know that
n∑
i=1

riui = 2πis,

in particular

1 = σr11 · ... · σ
rn
n = j(z1)r1 · ... · j(zn)rn = (eu1)r1 · ... · (eun)rn

hence, if d = [Q(σ1, ..., σn) : Q], by proposition 2.2.10 there exists a constant
c1 dependent on n such that

|ri| ≤ c1d
n(log d)

∏
k 6=i

h(σk) (5.1)

By proposition 2.2.7, given ε > 0, there exists a constant c2 such that h(σk) ≤
c2|∆σk |ε for every k, then h(σk) ≤ |∆(σ)|ε. In addition, by proposition 2.2.9
we know that for every ε > 0 there exists a constant c3 such that

[Q(σi) : Q] = |Cl(Oσi)| ≤ c3|∆σi |
1
2

+ε ≤ c3|∆(σ)|
1
2

+ε

hence we have that d ≤ cn3 |∆(σ)|
n
2

+nε, so 5.1 becomes

H(ri) = |ri| ≤ c4|∆(σ)|
n2

2
+(n2+n+1)ε log(∆(σ)) ≤ c5|∆(σ)|n2

for some constants c4, c5 and for a suitable choice of ε. A bound on s can be
found by noticing that ui ∈ Fexp, then | Im{ui}| ≤ 2πi, so using the linear

dependence
n∑
i=1

riui = 2πis we easily see that H(s) = |s| ≤
n∑
i=1
|ri| ≤ nH(r).

Finally, since z1, ..., zn are quadratic integers, by proposition 2.2.8 we know
that H(z) ≤ 2∆(σ). Then there exists a constant c6 such that H(z, r, s) ≤
c6|∆(σ)|n2

.
By Northcott’s theorem (2.2.6), there are singular points of Z arbitrarily high,
thus with arbitrarily high complexity. Let (z, r, s) ∈ Z be a singular point
with complexity ∆, if it is given by a singular dependent n-tuple σ where
|∆σi | = ∆, by proposition 2.2.9 for every ε there exists a constant c7 such

that [Q(σi) : Q] = Cl(Oσi) ≥ c7|∆|
1
2
−ε. By taking ε = 1

4 we have [Q(σi) :

Q] ≥ c7|∆|
1
4 , then σi has at least c7∆

1
4 conjugates. Every automorphisms

sends a singular dependent n-tuple to another singular dependent n-tuple; we
can assume that σ is the n-tuple with the highest complexity among all its
conjugates (if necessary, by increasing ∆), then there are at least c7∆

1
4 singular

dependent n-tuples with complexity at most ∆. By taking T = c6∆(σ)n
2
, we

see that this is equivalent to saying that there are at least cT
1

4n2 singular
points of Z with height at most T , for a suitable constant c8.
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Let us now consider the map ρ : Fnj × Rn+1 → R2n × Rn+1 taking real
coordinates, this is clearly injective, then there is a bijection Z ←→ ρ(Z). We
can notice that if the height of the singular points of Z is bounded then also
the height of the points of ρ(Z) must be bounded and vice versa. In particular,
let (z, r, s) be a singular point of Z, then if zk = xk+iyk, ρ(z, r, s) = (x, y, r, s).
Since it is a singular point, zk is quadratic, i.e. xk ∈ Q and [Q(yk) : Q] ≤
2, hence the degree of the points of ρ(Z) is bounded by 2. By point 3 of
proposition 2.2.6 we have that

h(x) = h

(
1

2
· 2x
)
≤ h(2x) + log 2 ≤ h(x+ iy) + h(x− iy) + 2 log 2 =

= h(z) + h(z̄) + log 4 = 2 h(z) + log 4

h(y) = h

(
1

2i
· 2iy

)
≤ h(2iy) + log 2 ≤ h(iy + x) + h(iy − x) + 2 log 2 =

= h(z) + h(z̄) + log 4 = 2 h(z) + log 4

because z and z̄ are conjugates over Q. Moreover, we have that

h(z) = h(x+ iy) ≤ h(x) + h(y) + log 2 ≤ 2 h(x, y) + log 2

thus we have
H(x, y) ≤ 4 H(z)2 H(z) ≤ 2 H(x, y)2 (5.2)

This implies that, by proposition 5.4.5, the number of special points of ρ(Z)

with height at most T is at least cT
1

8n2 for a suitable constant c.
Now, we can notice that Z is a definable set in the o-minimal structure

Ran,exp, because it is the projection of Y , which is definable since it defined
by algebraic equations and by the functions exp and j. Indeed, exp and j are
definable functions thanks to corollary 4.1.18. Hence, we can apply theorem
4.2.6, the algebraic version of Pila-Wilkie, to the set ρ(Z) and obtain that

|ρ(Z)tr(Q, 2, T )| ≤ c′T ε

for some constant c′ depending on ε. By taking ε < 1
8n2 , we notice that, if

there are infinitely many singular points of ρ(Z), then infinitely many of them

must lie in ρ(Z)alg, because they are at least cT
1

8n2 − c′T ε, which tends to ∞
as T tends to ∞.

Let us now consider the set

Z̃ = {(z, u) ∈ Hn × Cn|∃(r, s) ∈ Rn+1, (z, u, r, s) ∈ Y }

it is not difficult to notice that Z̃ = π−1(V ), where π is the same of that in
chapter 3, because one can always find an r such that the linear combination
of the imaginary parts of u is zero. We need the following lemma:
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Lemma 5.4.6. Let us suppose that ρ(Z)alg contains infinitely many singular
points, then there is an algebraic variety Y ⊂ Hn×Cn which intersect π−1(V )
in a positive dimensional component A which contains singular points and is
atypical in dimension, i.e.

dimA > dimY + dimV − dimX

As explained by Pila and Tsimerman in their article, this lemma can be
proven with the same strategies used in [HP12] and [HP16].

Lemma 5.4.7. Let W ⊆ X be a weakly special subvariety containing a special
point, then it is a special subvariety.

Proof. W is a product S × T of weakly special subvarieties of Cn and (C∗)n
respectively. Likewise, a special point is a product of special points. We just
need to prove the statement separately for S and T . If (x1, ..., xn) ∈ T is
a special point, then xi is a root of unity for every i, therefore, for every
equation defining T we have xa11 · ... · xann = ξ and so ξ is a root of unity,
hence T is special. Now, if S = M0 × ... ×Mk, like in definition 3.1.1, either
M0 = ∅ (which means that S is special) or M0 ⊂ Cm0 is a point. Since there
is a special point (x1, ..., xn) ∈ S, its coordinates in Cm0 are the same of M0,
hence M0 is a special point and S is special.

We now consider the algebraic subvariety Y and the component A given
by lemma 5.4.6. If we take a component B with respect to V containing A
which is maximal among those such that ∂(B) ≤ ∂(A), we can notice that B
is an optimal component (as defined at the end of chapter 3). Hence, by weak
complex Ax 3.2.15, B is also a geodesic component, so the Zariski closure W
of B in X is a weakly special subvariety and therefore special, by lemma 5.4.7.
We have that

dimW − dimB = ∂(B) ≤ ∂(A) ≤ dimY − dimA < dimV − dimX

and so B is an atypical component of V . Hence, by lemma 5.3.1, we got a
contradiction, in particular, there can’t be infinitely many singular dependent
n-tuples. This completes the proof.
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